Classification of breast cancer data based on neural network algorithm
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Abstract. In today’s world, breast cancer has become the most common malignant tumor, so this paper mainly classifies the features of breast cancer through BP neural network to improve the accuracy of research and judgment. This paper mainly adopts 30 breast cancer feature data of 569 cases, and then obtains the feature data used in this BP neural network through correlation analysis, feature selection and principal component analysis. By training, the BP neural network that is most suitable for this data is constructed from aspects such as the number of hidden layers, loss function, and iteration times, ultimately improving the accuracy to 100%.
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1. Introduction

According to the World Health Organization International Agency for Research on Cancer(IARC)The latest global cancer data in 2020. As shown in Figure 1, there were 19.83 million new cases of malignant tumors worldwide, of which breast cancer surpassed lung cancer to become the largest cancer in the world with 2.26 million cases. Worryingly, however, low and middle-income countries account for nearly three-quarters of breast cancer deaths worldwide.

Figure 1. World Health Organization cancer incidence and mortality rankings (Source: IARC official website)

In China, there were approximately 4.57 million new patients with malignant tumors in 2020, and the incidence of breast cancer is still on the rise, especially in the eastern coastal areas and economically developed cities. Especially in rural areas, the decrease in breast cancer mortality is not significant. The main reasons include people’s lack of awareness of the disease and the limitations of the medical environment. In this case, the diagnosis and treatment of breast cancer are delayed, resulting in reduced treatment effectiveness.

Content from this work may be used under the terms of CC BY-NC 4.0 licence (https://creativecommons.org/licenses/by-nc/4.0/).
Published by Warwick Evans Publishing.
Because in the traditional manual classification of breast cancer, doctors’ subjective judgment will affect the results. Different doctors may have different views and standards, leading to inconsistency in classification results. At the same time, limited by the doctor’s personal knowledge and experience, it may not be possible to comprehensively and accurately determine the type of breast cancer, resulting in patients being unable to receive targeted treatment.

This project will use the BP neural network model to analyze medical data through deep learning, build a simple breast cancer classification model, provide intelligent diagnostic support for pathologists, and improve the accuracy of breast cancer pathological diagnosis[1]. It can improve patient diagnosis and treatment outcomes, increase survival rates, and promote the advancement of medical research.

2. Data preprocessing

2.1. Data correlation analysis

Therefore, the data in the above highly correlated feature groups will be deeply explored to select the most representative set of features from each group as necessary features for neural network training[2]. Correlation analysis will be used below to determine the correlation between various features and find the most appropriate features for training the model[3].

![Figure 2. Correlation of each feature](attachment:image)

As shown in Figure 2. above, the following conclusions can be drawn:

1. radius_mean, perimeter_mean, area_mean, radius_se, perimeter_se, area_se, radius_worst, perimeter_worst, area_worst All are highly related. This is extremely meaningful, because perimeter_mean and area_mean is derived using radius as the only variable.

2. texture_mean and texture_worst highly correlated.

3. smoothness_mean and smoothness_worst highly correlated.

2.1.1. Deep exploration of data and feature selection

1. As can be seen from the above summary radius_mean, perimeter_mean, area_mean, radius_se, perimeter_se, area_se, radius_worst, perimeter_worst, area_worst all are highly correlated, so below we select the necessary features for each group that can be used to train the model.
Figure 3. The first set of feature box plots

As shown in Figure 3. above. It was observed that almost all variables are well separated and there is no overlap in the data of the two labels. There are very few variables. but, like: radius_se, perimeter_se and area_se there are many outliers, so the component features will not be adopted.

Figure 4. The first set of feature distribution diagrams

As shown in Figure 4. above, so radius_mean is probably a good predictor, almost linear, there are one or more points that appear to be outliers. Therefore, radius_mean is selected as a necessary feature.

(2) texture_mean and texture_worst;
As shown in Figures 5. and 6. above, looking at outliers and variable overlap, texture_worst appears to be a better variable for the model. Therefore, texture_worst is selected as a necessary feature.

(3) smoothness_mean and smoothness_worst;
As shown in Figures 7. and 8. above, the overlap between the two variables cannot be used as a good predictor variable. However, considering the separation and outlier distribution, smoothness_worst is the better choice. Therefore, smoothness_worst is selected as a necessary feature.

![Figure 8. The third set of feature distribution diagrams](image)

The remaining features do not have high correlation, so this article will use a better method to reduce the dimensionality of the data to achieve better classification results. Instead of completely giving up on a few of them, after the above analysis, this article will use PCA[4] to reduce the dimensionality of the remaining ten sets of unprocessed data.

2.2. Coping with high-dimensional data

2.2.1. Principal component analysis for feature extraction

This article will use principal component analysis (hereinafter referred to as PCA) to reduce the data dimension and improve the accuracy of classification, so as to achieve better results. The dimensionality reduction method of principal component analysis is used for data compression to eliminate redundancy and data noise elimination[5].

As shown in line chart 9, to explain the data contribution rate. All in all, almost all changes can be cumulatively attributed to the first three components, and the data contribution ratio reaches more than 0.98. In the end, this article uses the first three components for explanation.

![Figure 9. PCA dimensionality reduction contribution](image)
3. Establishment of BP neural network

3.1. Research Process

This research will focus on obtaining the optimal classification. Principal component analysis was used to reduce the dimensionality of 10 feature data. Then put the necessary three feature data and the dimensionally reduced data obtained from the above summary into the constructed BP neural network for training and parameter adjustment.

3.2. BP neural network learning process

It is through such continuous forward transmission and reverse transmission operations that the BP network finally makes the actual output value of the network at the output layer tend to be the same as the expected trend.[6].

3.3. Construction of BP neural network

3.3.1. Selection of the number of hidden layer nodes

This article uses a hidden layer, with the number of nodes changing from 1 to 30, and analyzes how the accuracy changes with it[7]. As shown in Figure 10 below, the accuracy rate of the test set is relatively stable at more than 98% between hidden layers 5 to 15, while the accuracy rate of the hidden layer is relatively unstable after 15 layers. Therefore, they are all within the hidden layer selection range. This article considers that the input layer has 6 layers and the output layer has 2 layers, so the number of hidden layer nodes is set to 10[8].

![Figure 10. Changes in the number of hidden layers](image)

3.3.2. Loss function

This article uses cross entropy as the loss function. Its biggest advantage is that it can prevent the gradient from disappearing[9]. As shown in formula (1), given two probability distributions p and q, the cross entropy of p represented by q is:

\[ H(p, q) = - \sum_x p(x) \log_2 q(x) \]  

(1)

This article changes the number of iterations for a complete training of the model using all the data of the training set. The comparison of the loss value and accuracy is shown in Figure 11 below. As the number of iterations increases, the accuracy almost always remains at 100%, and the loss value gradually decreases, becoming unchanged when the number of iterations reaches about 3000. Therefore, considering that as the number of iterations gradually increases, the risk of overfitting...
becomes higher[10]. This article chooses the number of iterations to be 3000 iterations to train the model. As shown in Figure 11 below:

![Figure 11. Changes in the number of iterations of loss and accuracy](image)

### 3.4. Modeling results

As shown in Figure 12 below, after 3000 optimization iterations, the accuracy rate reached 100%. As shown in Table.1. below, the F1 score of each category is 1 point. The classification model has reached a relatively ideal expectation after a series of parameter adjustments. At the same time, this result is inseparable from the work in the data preprocessing stage.

![Figure 12. Confusion matrix result graph](image)

**Table 1. BP neural network modeling results**

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>68</td>
</tr>
<tr>
<td>B</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>72</td>
</tr>
<tr>
<td>accuracy</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>140</td>
</tr>
</tbody>
</table>

### 4. Conclusion

The main contents of this paper are basically based on BP neural network to study the classification method of breast cancer feature data. This study mainly adopts 30 features of 569 cases. Eliminate
unnecessary features through comprehensive sampling, correlation analysis, feature selection, principal component analysis, and other methods. After in-depth exploration of the data, six classification features were obtained and put into the constructed BP neural network to train the parameter adjustment training model. Finally, the classification accuracy of the model for breast cancer feature data reached 100%. Due to the small size of the text dataset, we can consider obtaining data from other dimensions in the future to classify more accurately, while increasing the amount of data to make the model more complete. Various optimization experiments were conducted on the BP neural network to demonstrate better performance on the basis of the original model.
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