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Abstract. This paper takes sentencing prediction as the research object, uses deep learning model, and predicts sentencing recommendations combined with specific cases. BERT+DNN model is used to quantify the text of the case information, endow the sentence with certain meaning, and then send data to DNN network to train the classification model so that it can automatically identify the sentencing circumstances in the text of different cases, and put forward sentencing recommendations based on various circumstances.
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1. Introduction

In the context of the rapid development of information technology, the use of artificial intelligence to assist sentencing is an inevitable requirement to further promote the standardization of sentencing.

The author uses the BERT model to learn the case text, making full use of the multi-level multi-headed self-attention mechanism to serve the specific case and complete the intelligent sentencing prediction function. [1]

2. Analysis of Applying the BERT Model to Sentencing Prediction

2.1. Inputs and Outputs

2.2. BERT model
The input of the BERT model is the original one-dimensional vector of each word or phrase; the output is the vector representation of each word or phrase in the text. In the process of machine learning, a large number of sentencing circumstances or elements in the case need to be marked, so that the machine can correctly identify the relevant judgment factors during the training process, and then continuously generate and continuously modify the algorithm for sentencing.

2.2. Transformer Coding Layer

The Attention mechanism obtains the Q vector representation of the target word, the K vector representation of each word of the context, and the original V representation of the target word and each word of the context by linear transformation, then calculates the similarity between the Q vector and each K vector as weights, and weighted fusion of the V vector of the target word and the V vector of each word of the context as Attention's output. The calculation formula is shown in Fig. [2]

$$\text{Attention}(Q, K, V) = \text{SoftMax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V$$

Figure 3. Attention span calculation formula

To enhance the diversity of Attention, different Self-Attention modules can be further used to obtain the enhanced semantic vectors of each word in the text in different semantic spaces, and multiple enhanced semantic vectors of each word can be linearly combined to obtain a final enhanced semantic vector of the same length as the original word vector, i.e., Multi-head Self-Attention. [3]

On the basis of Multi-headSelf-Attention, Residual Connection is added to directly add the input and output of the module as the final output, and make 0 mean 1 variance normalization of a layer of neural network nodes and then make linear transformation. [4]

Figure 4. The structure of Transformer

2.3. DNN Classification

A DNN is a deep neural network, which is a neural network that contains an input layer, a hidden layer and an output layer. The network performs complex operations through its complex operations by its own neurons to integrate the relationship between input data and output data. New data is entered into the model, and calculations based on the parameters already stored can be automatically performed and down parameters for calculation can be automatically classified. [5] In order to detect the correctness of AI-assisted sentencing judgments, the "degree of deviation" is often used as an evaluation criterion, and the results of AI-assisted sentencing judgments are compared with the "correct" judgments to verify the deviation from the "correct answer" in terms of sentencing range. The degree of deviation from the "correct answer".[6]
In order to elucidate the applicability of DNN to the legal domain, a randomly generated dataset of the number of occurrences of five different crimes in five different cities over the same period of time is now generated through a Gaussian distribution.

<table>
<thead>
<tr>
<th></th>
<th>crime A</th>
<th>crime B</th>
<th>crime C</th>
<th>crime D</th>
<th>crime E</th>
</tr>
</thead>
<tbody>
<tr>
<td>city NO. 1</td>
<td>73</td>
<td>83</td>
<td>83</td>
<td>71</td>
<td>92</td>
</tr>
<tr>
<td>city NO. 2</td>
<td>94</td>
<td>75</td>
<td>97</td>
<td>71</td>
<td>93</td>
</tr>
<tr>
<td>city NO. 3</td>
<td>75</td>
<td>93</td>
<td>100</td>
<td>94</td>
<td>88</td>
</tr>
<tr>
<td>city NO. 4</td>
<td>80</td>
<td>78</td>
<td>73</td>
<td>74</td>
<td>70</td>
</tr>
<tr>
<td>city NO. 5</td>
<td>71</td>
<td>80</td>
<td>87</td>
<td>70</td>
<td>70</td>
</tr>
</tbody>
</table>

**Figure 5.** A Randomly Generated Dataset

First we start by putting 3 neurons as input layer as shown below:

![Input Layer](image)

**Figure 6.** Input Layer

Then all the inputs of number of crimes are connected to the first neuron to get y1. To summarize,

\[ y_1 = w_1 \times x_1 + w_2 \times x_2 + w_3 \times x_3 + w_4 \times x_4 + w_5 \times x_5, \]

using the same calculation we can get y1,y2,y3.

By multiplying and adding the above calculations we can get a linear calculation, the next step is to make this model nonlinear by using an excitation function, which is used to solve nonlinear problems in conjunction with the legal field.

After the nonlinear process, y can basically be taken as the understanding of this neuron for the input counseling, each neuron in the input layer receives the number of crimes in different cities in the same period of time, plus the weighted neurons are shown in the figure below.

![Input Layer (Weighted Calculations)](image)

**Figure 7.** Input Layer (Weighted Calculations)

This represents how much importance neurons attach to the number of crimes in different cities, each neuron gets different perceptions through different weighting matrices, each of which is completely randomized, which allows each neuron to have a different weighting tendency in the beginning. DNN classification analyzes the crime rates in different cities through these neurons with different tendencies, and then comes up with the results.

Because the neurons sum up all the inputs, the neurons in the next layer also sum up the outputs of the previous layer, meaning that each neuron is connected to all the neurons in the previous layer, this form of neural network is also known as a fully-connected neural network, as shown in the figure below.
3. **Analysis and Conclusion**

Sentencing is a mathematical question about legal rules and discretion, the intelligent sentencing assistance system is to map the legal rules in the code and algorithm for artificial intelligence technology to operate according to the legal rules and get accurate results based on the legal circumstances entered, through fine code construction, the traditional repetitive manual calculation process is simplified, and accurate results are obtained in a short time to improve judicial work efficiency and promote the development of judicial intelligence.
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