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Abstract. In tennis, "momentum" is one of the most important factors affecting the results of the 
game. First, this paper establishes the Multiscale Momentum-Success Test Model and calculates the 
proportion of the winning side’s momentum at four different scales (score, game, set and match). 
The proportions of the four scales are 70.3%,78.1%,84.6%,93.5%. Therefore, it can be proved that 
momentum plays a role in the game. Also, the fluctuation and success in the game are not random. 
Afterward, this paper establishes the Support Vector Machine Model (SVM) and the Feed-Forward 
Neural Network Model (FNN). Three correlations are analyzed for factors such as scoring ratio, serve, 
consecutive scores (lost points), highlight scores, major lost points, and physical condition. It is 
concluded that the serve, consecutive scores (lost points), highlight scores, and major lost points will 
play a role in the occurrence of Swing Points. By the two models, we create the Swings Prediction 
Model. The prediction accuracy of SVM and FNN Model are 84.85% and 67.4%. Finally, based on 
the momentum changes, match suggestions can be made for the coaches. 
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1. Introduction 

In the 2023 Wimbledon Gentlemen’s final, 20-year-old Spanish rising star Carlos Alcaraz defeated 36-

year-old Novak Djokovic. This loss at Wimbledon was Novak Djokovic’s first since 2013 and ended a 

brilliant run for the best player in Grand Slams. In this remarkable battle, there were several surprising 

swings and roundabouts in this game. In the first set of the match, Djokovic won 6-1 easily. However, 

he ended up losing the match. 

The seemingly dominant side can sometimes have incredible swings for many points or even games and 

sets, which is often attributed to "momentum [1]". In sports, some players may feel that they have a kind 

of momentum, or "strength/force" during a game. However, this phenomenon is difficult to measure. 

Further, even if momentum exists, it is not yet clear about exactly how it affects the game. 

According to previous studies [2], winning any of the first eight games of the first and/or second set 

was a significant predictor of success in tennis matches. However, when only results from more 

competitive matches (when matches extended to nine or more sets) were examined, the 8th, 10th, and 

11th games of the first set were significant predictors of winning, while only the 4th game of the second 

set increased the probability of winning. No gender or ability differences were found. Based on these 

findings, researchers are advised to be cautious when inferring mental momentum, as these findings 

depend on the fairness of the competitors in the match, and mental momentum appears to be a highly 

individualized issue. 

However, this study has some limitations. It drew its conclusions through interviews with athletes and 

did not use any data or modeling, which is subjective and not rigorous enough. To fill this gap, this 

paper uses the data from Wimbledon 2023 Gentlemen’s singles matches after the second round and 

build several models to research this topic. 
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2. Model 

2.1. The Multiscale Momentum-Success Test Model 

To prove the momentum plays a role in the game, in this paper, the Multiscale Momentum-Success Test 

Model is created. Firstly, the paper uses the pre-processed tennis match data and define some indicators, 

which include objective indicators (W object), general indicators (W common), excellent indicators (W good), 

and error indicators (W bad). Then we use the relevant formula to express the momentum and substitute 

the corresponding indicators to find out the current total momentum. The flowchart for the model is 

shown in figure 1. 

 

Figure 1. Flowchart for Multiscale Momentum-Success Test Model 

2.2. The Swings Prediction Model 

To predict the swings of the match and find out the factors with the highest correlation, this paper 

selects a match and builds the Swings Prediction Model. Some relevant elements of the model are 

defined as follows. The flowchart for the model is shown in figure 2. 

 

Figure 2. Flowchart for Swings Prediction Model 

For the output, prediction, and verification of machine learning later, we define a Y, where YA and YB 

represent the Y values of players A and B, respectively. The specific definition is as follows: If player 

A wins and B loses, then YA=1 and YB=-1; If player B wins and A loses, then YA=-1 and YB=1. 
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After that, the paper identified several potentially relevant indicators and defined them specifically as 

follows. They are scoring ratio indicator X1, serve indicator X2, consecutive points scored (or lost) 

indicator X3, highlight scoring indicator X4, significant missing score indicator X5, physical condition 

indicator X6. X1 reflects the difference between the scores of two players and is calculated as follows 

(let player A score P1 and player B score P2): 
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X2=1 when the player is on the serve side and X2=0 when he is not on the serve side. For example, 

if player A serves and B does not serve, there are: XA2 = 1; XB2 = 0. The indicator X3 is equal to 3 

(or -3) if at least 2 consecutive scores (or lost points) on balls have occurred before the current moment. 

If there were no consecutive scores before the current moment it is recorded as 0. When the five highlights 

of ACE, Winner, Forehand and Backhand Strike, and Victory on Break Point occur before the current 

moment, let HA4 and HB4 be the sum of the number of these highlights of A and B players respectively. 

The formula for calculating the highlight score index is as follows: 
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Where XA4, XB4 initial value is 50%; if the denominator is 0 (i.e., so far there is no high light score) 

then XA4, XB4 also equal 50%. 

When there are five types of major points lost before the current moment, namely, double serve error, 

unforced error, failure to hit the ball at the net, break point, loss of break point, let LA5 and LB5 be the 

sum of the number of these major points lost by players A and B before the current moment. The 

formula for calculating the major point loss indicator is as follows: 
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Where the initial value of XA5 and XB5 is 50%; if the denominator is 0 (i.e., there have been no 

significant losses of points so far) then XA5 and XB5 are also 50%. X6 reflects the physical strength 

of the player at the current moment, let DA6, DB6 is the sum of the running distance of A and B 

players up to the current moment, respectively. The formula for calculating the physical condition 

indicator is as follows: 

 

6
6

6

B
A

A

D
X

D
= ;

6
6

6

A
B

B

D
X

D
= ;

6
6

6

A
B

B

D
X

D
=                        (4) 

 

Where the initial values of XA6 and XB6 are 1. 

In summary, these six indicators can be integrated into an eigenvector: 

 

   1 2 3 4 5 6 1 2 3 4 5 6;, , , , , , , , , ,A A A A A A A B B B B B B BX X X X X X X X X X X X X X= =           (5) 

 

Based on the results above, we conduct correlation analysis [3-5] of Y and X to explore their 

correlation, and then find out those factors with high correlation, where YA, YB can only take 
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{±1}. The correlation analysis method uses Pearson correlation coefficient, Spearman 

correlation coefficient and Kendall correlation coefficient. 

2.3. Machine Learning and Deep Learning Network Model Training 

In this part, the paper applies machine learning [6] and deep learning [7]. The current moment’s 

features are trained to determine whether it is a win or not. It is essentially a dichotomous problem. 

Based on the correlation analysis the paper inputs several dimensions with correlation in the dataset and 

divides the training set and test set in the ratio of 7:3 and used two methods--support vector machine 

and feed-forward neural network, for model training and validation. 

The network model is trained using two methods, support vector machine (SVM [8]) and feed-forward 

neural network (FNN [9]), and validated after training to determine the model accuracy, as described 

below: 

Support Vector Machine (SVM) is a binary classifier that classifies data by solving the maximum 

margin hyperplane. It provides a clear and powerful approach for solving complex nonlinear problems. 

In the linearly differentiable case, the optimal classification hyperplane is found for two types of 

samples, while in the linearly indivisible case, the optimal classification hyperplane is found by 

introducing relaxation variables and nonlinear mapping, which maps the samples to a high-

dimensional space and realizes the linearly differentiable case. 

A feedforward neural network (FNN) is a simple artificial neural network where information is passed in 

one direction without forming circular connections. It passes forward from the input node to the hidden 

node (if any) and finally to the output node. There are no loops or loops in the network. 

3. Results 

3.1. The establishment and results of the Multiscale Momentum-Success Test Model 

To prove that “momentum” does play a role in the match and swings in play and runs of success by 

one player are not random, the paper establishes the Multiscale Momentum-Success Test Model. To 

better verify the feasibility of the model, this paper uses all the matches, sets, games, and scores of the 

given 2023-Wimbledon (the data is from Wimbledon 2023 Gentlemen’s singles matches) after second 

round., whose detailed solution steps are as follows. 

The paper uses point, game, set, match as the scale respectively, counts the number of points (Pwin, 

Gwin, Swin, Mwin) in which the winning side has a momentum greater than the losing side in the previous 

moment, and according to the total number of points (P, G, S, M), calculates the validation parameter 

R1, R2, R3, R4 under the point, game, set, match scales, the formula is as follows: 

 

1 2 3 4, , ,win win win winP G S M
R R R R

P G S M
= = = =                      (6) 

 

The results of the four validation parameters are shown in table 1: 

Table 1. The Results of The Four Validation Parameters 

Validation parameters Results Validation parameters Results 

R1 70.3% R3 84.6% 

R2 78.1% R4 90% 

 

Based on the results given above, the following conclusions can be drawn: first, the momentum 

credibility by R1, R2, R3, R4 is 1.04, 1.16, 1.26, and 1.39. Second, according to the relative size 

relationship of R1, R2, R3, R4, some innovative conclusions are obtained. In the above results, 
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R4>R3>R2>R1, the momentum calculated on the scale of MATCH is most capable of predicting the 

victory of the match, SET follows, GAME and POINT are relatively less accurate. 

In summary, it can be proved that “momentum” does play a role in the match and swings in play and 

runs of success by one player are not random. 

3.2. The establishment and results of the Swings Prediction Model 

To predict the swings of the match this paper chooses and finds out the factors with the highest 

correlation, the Swings Prediction Model is built. First, the paper constructs the dataset used for machine 

learning and deep learning, to ensure the sufficiency of the sample. The paper uses the given 2023-

wimbledon all the process of the game, its specific calculation steps are as follows: 

Step1. Judge the winning situation of the current point and obtain the response value Y of the winning 

and losing sides respectively. 

Step2. Calculate the score proportion indicator X1 according to the score before the current point 

respectively. 

Step3. According to the serving side at the current point, which can be determined before the current 

point occurs, obtain both sides of the serving right indicator X2 respectively. 

Step4. Calculate the consecutive scores (or lost points) indicator X3 respectively. 

Step5. Calculate the highlights of the score indicator X4. 

Step6. Calculate the major lost points indicator X5. 

Step7. Count the running distance before the current point, respectively calculate the physical 

strength indicator X6. 

Step8. Integrate the feature vectors that may lead to swings at each point with the results of this point, 

in addition to facilitate subsequent training and learning. 

 

Figure 3. Correlation coefficients between the occurrence of swings and the indicators 

Then, according to the dataset generated above, the Pearson correlation coefficient, Spearman rank 

correlation coefficient and Kendall rank correlation coefficient were calculated as shown in figure 3. 
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Therefore, several conclusions can be drawn below. First, the largest correlation is the consecutive 

points scored (or consecutive points lost) indicator, showing a strong positive correlation, which is very 

likely to lead to swings. Second, Highlighted points and major points lost have a medium positive and 

medium negative correlation respectively, indicating that the occurrence of key points or points lost 

during the match will affect the occurrence of swings to a certain extent. Last, the weak positive 

correlation between serving and not serving and the occurrence of swings suggests that the mastery of 

serving power during the match may slightly affect the occurrence of Swings. 

Based on the correlation analysis above, we input several dimensions with correlation in the dataset we 

generated and divide the training set and test set in the ratio of 7:3. Then we use two methods (support 

vector machine and feed-forward neural network) for model training and validation. The validation is 

shown in figure 4 and 5. 

 

Figure 4. SVM prediction of swing occurrence in the test set 

In summary, the following conclusions can be drawn: 

First, the model we built has a clear advantage in predicting the occurrence of swing. The trained 

forward feedback neural network, which predicts whether swing occurs or not with each point, 

achieves 65%+ accuracy in the training set, validation set, and test set. The accuracy of the trained 

support vector machine even reaches 84.85% in the test set for each game or each set. Therefore, based 

on the differences in "momentum" shifts in past matches, we suggest that when dealing with a match 

against a different opponent, it is important to aggressively amplify one’s own winning streak, 

awarding highlights, and at the same time adjusting for the fact that one’s opponent is being "swept" 

by the other. 
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Figure 5. Confusion matrix during feed forward neural network training 

4. Conclusions and outlooks 

In conclusion, “momentum” does play a role in the match and swings in play and runs of success by 

one player are not random. Besides, by building a suitable model, it is possible to predict the 

occurrence of swing in a particular game. In addition, this paper can generalize the above models. Here 

are some examples. 

First, the paper can generalize the models to different tennis court surfaces [10]. Tennis court surfaces 

have a great impact on the game of tennis, and different types of surfaces (e.g. hard courts, red clay, 

grass courts, indoor courts) will have different effects on the style of play as well as the strategy of the 

game. Second, it can generalize the models to table tennis. Table tennis and tennis are essentially two 

different ball sports, with significant differences in sports equipment, court size, technical requirements, 

rules and styles, and this difference will have an impact on the accuracy of the model. Furthermore, this 

paper reviews the models and finds some strengths and weaknesses of them as follows. As for the 

advantages of the model, the model fully considers the tennis process of a variety of game data and 

extracts the corresponding features for machine learning or deep learning for training, and finally 

obtains high prediction accuracy, which can provide guidance for the coach to predict whether the 

situation will be reversed. As for the weaknesses, the model requires more input parameters. 
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