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ABSTRACT

Traditional methods have struggled to meet the increasingly diverse needs of users and industry
development, particularly on short video platforms. This paper investigates the application of deep
learning-based recommendation systems in the domain of video recommendations and their impact
on user experience. It explores how different deep learning algorithms can be utilized to understand
user preferences, analyze video content, and subsequently provide personalized recommendations.
The study evaluates the accuracy and efficiency of these systems and investigates potential
optimization strategies. The aim of this research is to provide a comprehensive perspective on how
deep learning-based recommendation systems function in the short video environment and to
discuss their future development directions.
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1. INTRODUCTION

In today's rapidly advancing Internet technology landscape, short videos have become an engaging
and captivating form of content, attracting significant attention from a wide range of users. The user
base and influence of short video applications have been continuously expanding. According to data,
as of December 2023, the user base of short video applications has reached 1.053 billion, accounting
for a significant share of the internet application market. This trend is accelerating, with a growth rate
of 4.1% from 2022 to 2023, indicating the flourishing development momentum of the short video
industry. At the same time, areas such as online video and instant messaging are also developing,
contributing to a diverse Internet application ecosystem.

Table 1. Short Video Users and Internet Utilization Rates, 2022-2023

Application User Base Internet User User Base Internet User =~ Growth Rate
(millions) Penetration (millions) Penetration
Dec 2023 Dec 2023 Dec 2022 Dec 2022

Short Video 105,330 96.4% 101,185 94.8% 4.1%

Despite the flourishing development of the short-form video industry, traditional recommendation
methods face numerous challenges. Real-time demands necessitate quick responses to changing user
interests. The long-tail effect and novelty require discovering and recommending less popular but
interesting content. The filter bubble phenomenon limits users to content that aligns with their existing
views, hindering new perspectives. The cold start problem makes it difficult to recommend content
to new users or new content. Additionally, the high demand for computational resources poses a
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challenge for systems handling large data volumes. Traditional methods struggle to meet the diverse
needs of users and industry development, necessitating new approaches to improve user experience
and recommendation effectiveness.

Traditional personalized recommendation systems typically use three main approaches: content-
based recommendation, user-based collaborative filtering, and item-based collaborative filtering.
These methods focus on extracting features of the target short video and matching them with user
preferences by computing cosine similarity.
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In the formula, A;and B; represent the values of vectors A and B in the i-th dimension, with n
denoting the number of dimensions of the vectors. The numerator signifies the sum of the products
of the corresponding values of vectors A and B in each dimension, which is the inner product of these
two vectors. The denominator represents the product of the norms of vectors A and B, that is, the
product of their lengths, employed for normalization.

The final result of the calculation is the inner product divided by the product of the lengths, which
gives the cosine similarity. This formula is used to measure the similarity between items or users in
personalized recommendation systems by extracting features of the target short video to make
recommendations. After calculating similarity, the recommendation process moves into the
information flow system. A short video is subjected to a series of stages, including recall, ranking,
and reranking, from the moment it enters the database until it is distributed. These stages ultimately
determine the most suitable display position for the video in question prior to final distribution.

To illustrate this process, consider the following example, which uses the blibli app's video
recommendation:

User Request: The user refreshes the app, triggering a request.
Request Analysis: The system analyzes the request information and context.

Content Recall: The system determines the content to be recalled based on predefined rules by
searching the repository.

reranking. The content is reranked according to specific strategies, resulting in the final filtered
outcome.

User behavior and
contextual information

Recommended —, recall algorithm —— sorting algorithm —* Recommended
Video Library Videos

—

Video
manual rule intervention — Features

Figure 1. Two or more references

The proliferation of brief video content has rendered traditional recommendation algorithms
inadequate in meeting the demands for real-time and personalized recommendations. This paper will
examine emerging deep learning models, including xDeepFM and BERT, with a view to elucidating
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their specific applications and performance in short video recommendation systems, with a view to
addressing the limitations of traditional methods.

2. MODEL DISCUSSION
2.1. xDeepFM Model

2.1.1. The introduction of xDeepFM Model

The xDeepFM model represents an optimization of traditional recommendation models. It enhances
the memory and exploration capabilities of features through the use of efficient feature crossing
techniques, thereby significantly improving the accuracy and diversity of recommendations.

2.1.2. Wide & Deep Model

Prior to an examination of the xDeepFM model, it is beneficial to provide a concise overview of the
fundamental principles of the Wide & Deep model. This model integrates two distinct strategies. The
"wide" component emphasizes enhancing the relevance of recommendations by remembering the
historical behavior of users. The "deep™ component improves the model's adaptability to new
situations by exploring new features. In particular, the following aspects are worthy of note:

The Wide Part This component is responsible for learning the interactions between features, thereby
optimizing the model's ability to remember historical data.

The Deep Part: The deep learning architecture of this component enables the discovery of rare
features, thereby enhancing the model's generalization capability.
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Figure 2. Wide & Deep implementation
2.1.3. The XDeepFM Model

The XDeepFM model has been further developed on the basis of the preceding discussion. The model
combines deep neural networks and complex feature intersection techniques, which enables it to not
only excel in feature memory but also to explore new user preference patterns through efficient
feature combinations.

The XDeepFM model comprises three main parts: a linear part, which is used to process sparse
features; a deep neural network (DNN) for processing the embedded dense vectors; and a Complex
Interaction Network (CIN), which is designed to capture the complex interactions between different
features.
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2.1.4. Application of xDeepFM Model in Short Video Recommendation Systems

In the extraction of video features, the following model is typically employed. The input to this model
generally comprises basic information, such as video ID and user ID, which are initially converted
into one-hot encoded vectors to facilitate model processing. Furthermore, the utilization of
comprehensive content data, such as the extraction of video keyframe features through algorithms
like SIFT, is employed for training purposes, thereby enhancing the model's resilience in addressing
data scarcity (e.g., in the context of new users or new videos).

Extract
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XM128 XM128 .
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Figure 3. Video Feature Extraction
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Figure 4. recommendation model

At the model input stage, fundamental data such as video ID, user ID, and video duration are
transformed into one-hot vectors for machine learning training. Video features are extracted using the
SIFT algorithm, forming a 128-dimensional vector that can be directly input into the embedding layer.

The Wide part recalls common patterns in user behavior and learns weights among them, requiring
valuable features like user information and video features in the input layer. The CIN part
automatically cross-multiplies all input features, creating combinations with shared parameters and
eliminating the need for manual feature multiplication. The Deep part enhances the model's capability
through deep learning, constrained by the Wide part to prevent overgeneralization. The model's final
output, integrating the LR, DNN, and CIN parts, is the probability of an event occurring.

& T T k
y= G(Wlineara + wdnnxdnn + W;:I;np-'- + b) (2)
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The output result is a sigmoid function, where o represents an input feature. The output range is
between 0 and 1, indicating the probability of the event occurring.

In summary, the xDeepFM model effectively combines the directness of linear models with the deep
learning capabilities of neural networks. Its innovative CIN component enables automatic feature
crossing and the discovery of complex patterns, which are often challenging to achieve in traditional
recommendation systems. The application of this model in recommendation systems has
demonstrated superior performance, particularly in handling high-dimensional sparse data,
significantly enhancing the accuracy and diversity of recommendations.

2.2. BERT Algorithm

In recommendation systems, accurately capturing users' interests is crucial. Users' interests change
over time, and traditional models use historical behavior sequences to predict these interests. However,
unidirectional structures have limitations, as similar item sequences with different click orders may
lead to the same recommendation results. As user behavior sequences bear resemblance to text
sequences and the BERT model is a robust bidirectional model, utilizing the Transformer's Encoder
for pre-training allows for the full exploitation of bidirectional information.

In sequential recommendation, the following variables are defined:

User set: U = {uy, uy, ..., Uy}
Video set: V = {vy,Vy, ..., V| } (3)

User history sequence: S, = [vi“), ...,vt(“), v,(l‘:)]

The model predicts the probability of a user clicking on video v in the subsequent time step, based on
their historical sequenceS,,. S represents the user's historical sequence, while v denotes a video from
the video set being predicted.

2.2.1. Embedding Layer

The model's input is primarily based on the user's historical sequence. Each video in the sequence
comprises two parts in its embedding: the embedding of the video, denoted as v; (the entire
embedding matrix is denoted as E, applied to the output and input layers), and the embedding of
positional information, denoted as p;. The latter is learnable.

Furthermore, the input does not utilize all historical user behavioral data, but rather the most recent
N behaviors. Given the considerable variability in the length of user behavioral sequences and the
inherent dynamism of user interests, controlling the input size N can effectively reduce the model
size while enhancing performance.
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2.2.2. Transformer layer
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Figure 5. Transformer layer

The diagram illustrates that Multi-Head Self-Attention and Position-wise Feed-Forward constitute
the two principal components of the network Transformer.

(1) Multi-Head Self-Attention:

In the context of the i-th layer of the Transformer within the model framework, the process
commences with Multi-Head Self-Attention. This is followed by the Dropout, Add & Norm processes.
Here, the "Add" operation represents the "Skip Connection,” which aims to prevent the "vanishing
gradient"” problem during "backpropagation.” The "Norm" operation refers to "Layer Normalization."

(2) Position-wise Feed-Forward Network:

Due to the linear mapping, in order to give the model non-linear properties, a "Position-wise Feed-
Forward Network" is employed. "Position-wise" means that the vector at each position is separately
input into the feed-forward neural network. The calculation method is as follows:

KT
A ttention(Q K, V) = softmax (ﬁ) \Y 4)

Subsequently, the Dropout, Add, and Norm processes are executed. The Add operation represents the
skip connection, which can mitigate and prevent the vanishing gradient issue that arises during
backpropagation. The Norm operation pertains to layer normalization.

LNG) = ¥ (5= + ) ©

First, the position-wise Feed-Forward Network Layer
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The Position-wise Feed-Forward Network method is employed to input vectors at each position
separately, thereby achieving non-linear properties for the model.

GELU(X) = x®(x) (6)

And the activation function utilized is the Gaussian Error Linear Unit (GELU), as detailed in
"Gaussian error linear units (gelus).” This method builds upon the ReL.U function by incorporating
statistical characteristics to enhance the model's expressive power.

Next, the embedding Layer.

The design of the embedding layer is of paramount importance in this model. The Transformer lacks
any RNN or CNN modules, rendering it unable to directly perceive the order of the input sequence.
To utilise the sequence order information, positional embeddings are introduced in the Transformer's
embedding layer. Unlike common sinusoidal position encodings, learned position vectors are
employed. The position vector matrix provides vector representations for any position; however, the
maximum sequence length must be specified, and the input sequence is truncated accordingly.

Last, the output Layer.

In the output layer, a two-layer feedforward network with GELU activation functions is employed to
generate the final output. For this model, the input and output layers share the item embedding matrix
design, with the objective of mitigating overfitting and reducing model complexity.

3. METHOD ACCURACY COMPARISON
3.1. Dataset

The experiment uses the MovieLens dataset from the MovieLens community website, which contains
rating data from thousands of users on thousands of movies. Each user has rated more than twenty
movies, making it an excellent public dataset for this purpose.

3.2. Evaluation Metrics

To evaluate the effectiveness of the algorithms, the two methods proposed in this paper are compared
with traditional knowledge graph-based and collaborative filtering algorithms. The commonly used
evaluation metric is the confusion matrix, as shown below:

Table 2. Confusion Matrix for Recommendation Systems

User Interested User Not Interested
Correct Recommendation Recommended and liked (TP) Recommended but not liked
(FP)
Incorrect Liked but not recommended Not recommended and not liked
Recommendation (FN) (TN)
Precision (P):
TP
" TP+FP (1)

3.3. Experimental Design

The MovieLens dataset containing 100,000 user movie ratings was filtered and randomly divided into
80% training data and 20% test data. Experiments were conducted using the xDeepFM and BERT
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algorithms, with each experiment repeated 10 times. A movie recommendation was considered
accurate (successful prediction) if the predicted rating was 4 or higher. The average of these 10 runs
was taken as the final result.

To evaluate the overall effectiveness of deep learning-based intelligent recommendation algorithms,
tests need to be conducted. Reference [1] introduces a method called the knowledge graph method,
which integrates knowledge graphs into traditional collaborative filtering algorithms. It uses path
ranking techniques to discover relationships between entities and embeds these relationships in a low-
dimensional semantic space for semantic similarity computation. This method combines semantic
similarity and user behavior similarity to perform video recommendations.

On the other hand, reference [2] proposed the tag weighting method, which constructs user, item, and
user-to-user association matrices by optimizing the tag weighting algorithm to predict user needs.
This method combines bipartite graphs and diffusion algorithms, and uses user tag similarity to
perform video recommendations.

We applied the xDeepFM algorithm and the BERT model from this paper, along with the
aforementioned methods, to the dataset and compared their accuracy.

3.4. Comparison of Accuracy

A Comparison of Recommendation Algorithms

—8— xDeepFM

—8— Bert

—8— Algorithm of reference [1]
—8— Algorithm of reference [2]
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Figure 6. Comparison of the accuracy of different algorithmic models

It can be observed that the accuracy of all four methods decreases as the number of recommended
videos increases. However, the accuracy of the deep learning-based xDeepFM and BERT algorithms
is significantly higher than that of the traditional knowledge graph-based algorithm and the tag-based
collaborative filtering algorithm.

Moreover, we found that when the dataset size is relatively small (less than 800,000 entries), the
xDeepFM model performs exceptionally well, with an overall accuracy of more than 70%.
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Precision at different amounts of recommended movies
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Figure 7. Accuracy of XDeepFM with a small dataset

4. CONCLUSION

This paper has analyzed the shortcomings of traditional recommendation systems in the context of
the current popularity of recommendation systems. It provides a detailed introduction to deep
learning-based methods such as xDeepFM and BERT, which optimize traditional recommendation
systems to address issues such as cold start, low accuracy, long-tail effects, poor diversity, and
information cocooning.

However, these algorithms are relatively new, and their theories and models are still being optimized.
In future research, we will continue to learn and master more efficient and comprehensive deep
learning algorithms and apply them to recommendation systems.
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