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ABSTRACT
Skin cancer image classification is critical to improve healthcare outcomes. Current practice often involves time-consuming procedures that may delay diagnosis until the disease has progressed to an advanced stage, reducing the chances of successful treatment. This challenge is further exacerbated by the worldwide shortage of skilled dermatologists. In this study, we investigate the effect of dataset size on the image classification performance of eight networks (AlexNet, ResNet18, ResNet34, ResNet50, ResNet101, ResNet152, ViT, and MLP-Mixer). We trained these classifiers using different ratios (e.g. 1% to 100%) of samples from the HAM10000 dataset. Our experiment reveals the complex interplay among dataset size, model complexity, and skin cancer classification performance, validating the rules of the neural scaling laws on skin cancer image classification. This work highlights the impact of dataset scale and model complexity on improving the skin cancer image classification performance to potentially reduce the burden on healthcare professionals.
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1. INTRODUCTION
Skin cancer is a significant health concern worldwide [1][2], and early detection and accurate diagnosis are essential for effective treatment and improved patient prognosis [3]. Dermoscopy [4], a non-invasive imaging technique, has become a valuable tool for the diagnosis of skin cancer, but manual interpretation of dermoscopy images by dermatologists is time-consuming and subjective [5]. For example, a research in 2019 suggested that the sensitivity and specificity of lesion classification by dermatologists were 67.2% and 62.2%, respectively, and in comparison, a pretrained ResNet50 had a sensitivity of 82.3% and a specificity of 77.9% [6]. Hence automated skin cancer classification methods are needed to overcome these challenges. Several convolutional neural networks (CNNs) [7][8] have been used to achieve significant results in skin cancer classification. Pomponiu et al [7] utilized 399 images to differentiate between melanomas and benign nevi. They applied data augmentation and preprocessing techniques, followed by utilizing a pretrained AlexNet to extract representational features. Subsequently, a k-nearest-neighbor classifier was employed using cosine distance metrics to classify the lesions. The algorithm underwent cross-validation, without testing on an independent dataset. It achieved a sensitivity of 92.1%, a specificity of 95.18%, and an accuracy of 93.64%. In Nasr-Esfahani et al [8], a two-layer CNN was trained from scratch to distinguish between melanoma and benign nevi based on clinical images. The training dataset consisted of only 136 images, and the test dataset contained 34 images, all sourced from the public image archive of the Department of Dermatology of the University Medical Center Groningen [9]. The method achieved a sensitivity of about 81%, a specificity of about 80%, and an accuracy of about 81%.
On the other hand, the amount of data required to achieve saturated accuracy with different dataset sizes and different model structures is still an unanswered question [10][11]. In real-world scenarios, hospital data is often region-specific and limited. Mainstream models may suffer from performance degradation upon analyzing such datasets [12]. To offer medical professionals comparative insights and judgments across various scenarios, in this work, a comprehensive analysis was conducted on the consistency of model structure and data scale according to the neural scaling laws in language models [13]. Specifically, this article evaluate the performance of various mainstream deep neural networks, including AlexNet [14], ResNets [15], ViT [16], and MLP-Mixer [17], on the classification of skin cancer images. The experimental results on the subsets of HAM10000 dataset [18] in different scales demonstrate that, both dataset size and model complexity play crucial roles on the accuracy of skin cancer classification models, exerting a significant impact on model performance. The goal is to promote the skin cancer detection that will ultimately improve healthcare outcomes and reduce the healthcare burden.

2. RELATED WORK

2.1. Deep Learning for Image Classification

In recent years, deep learning has greatly advanced image classification, allowing computers to understand images with unprecedented accuracy [19][20]. Deep learning allows computers to learn from large amounts of data and recognize patterns and features in images that would be too complex for traditional algorithms [21]. With this technology, computers can now recognize faces, diagnose diseases through medical scans, and even interpret satellite imagery with an accuracy that would have been unimaginable just a few decades ago [19][20][22][23][24][25].

CNNs are tailored to handle image data and automatically learn discriminative features. Unlike traditional methods like SVM [26], decision tree [27] and random forest [28] that required hand-crafted features, CNNs work by passing images through multiple layers of convolutional filters, gradually extracting and fusing features inspired by the human brain's visual processing system. This hierarchical feature extraction and combination enable CNNs to capture higher-level semantic information, making them effective for image classification and recognition [29][30].

There have been several important milestones in the development of CNNs in the field of image classification. One of these milestones is the AlexNet by Krizhevsky et al. in 2012 [14], which significantly reduced the error rate to 16.4% by winning the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) by a large margin and demonstrated the power of deep learning in image classification. GoogLeNet [31] put together multiple convolution or pooling operations to form a network module that is designed to assemble the entire network structure in modules, reaching an error rate of 6.67% on ImageNet in 2014. In 2015, ResNet [15] had dropped the error rate to 3.57% by developing a residual connection technique, which greatly increased the depth of training deep neural networks. The emergence of these models will continue to drive the development of deep learning techniques for image classification.

In addition, significant advances have been made in network training Adam [32] techniques and data augmentation [33] strategies to improve the performance of deep neural networks for image classification. What’s more, transfer learning has been effective on reducing the required amount of annotated training data and improving the models’ generalization ability [34].

Overall, deep learning techniques have revolutionized the field of image classification, providing innovative solutions to complex industrial problems. In healthcare, deep learning-based image classification algorithms have made significant progress, enabling the development of highly accurate diagnostic tools. These advances largely improved the diagnostic accuracy and speed up the diagnostic process. The present paper investigates the correlation between the training data scale and classification performance of different models for the skin cancer images.
2.2. Skin Cancer Classification

Classification of skin cancer based on dermoscopic images is very challenging due to time-consuming and subjective manual interpretation by dermatologists. Traditional methods such as biopsy [35], the seven-point checklist [36] and ABCD rule [37] have been used, but they require specialized knowledge and large human efforts [38].

In recent years, computer-aided diagnosis (CAD) [19][39] systems using machine learning algorithms have emerged as a promising approach for automated skin cancer classification [40][41]. These systems are faster and more accurate than human-designed techniques, especially in image segmentation and classification tasks [42][43].

Deep learning algorithms, especially CNNs, have made significant progress in skin cancer classification through lesion segmentation, feature extraction, and high classification accuracy [44][45]. For example, Haenssle et al. [46] analyzed the Google Inception V4 deep learning model. The model outperformed dermatologists in melanoma detection, highlighting the potential of AI-based approaches for skin cancer diagnosis. Pacheco et al. [47] have shown good results in skin lesion classification using deep learning models including GoogleNet, ResNet, VGGNet and MobileNet. Yiming Zhang et al. [48] accomplished the identification of melanoma in skin lesion images on the ISIC2020 dataset using DenseNet [49], with an AUC of 0.925, which is higher than the methods with VGG or ResNet as the backbone.

In addition, transfer learning has been widely used in skin cancer classification to utilize pre-trained models and improve performance [50]. Migration learning allows models to extract features from images that may not be available to the human eye, thus improving sensitivity and specificity compared to dermatologists [51]. In addition, deep learning-based methods have been effective in segmenting skin lesions and detecting and classifying melanomas from dermoscopic images with high accuracy [52][53].

Overall, the integration of deep learning and interpretable transfer learning techniques shows great potential in automatic skin cancer classification, improving diagnostic accuracy and reducing the burden on dermatologists. The present paper investigates the classification performance of different models on the HAM10000 dataset.

2.3. Neural Scaling Laws

Recent advancements in machine learning have witnessed a substantial increase on the accuracies of various machine learning models trained on larger datasets. Recent studies [54][55][56][57][58] have established neural scaling laws [13] in deep neural networks. Notably, the Google team's 2021 study [13] delved into the laws during training. The neural scaling laws refer to a set of empirical rules describing the relationship between the performance of neural networks and their training with different model sizes, dataset scales and computational costs. These rules suggest that as the scale of the training dataset increases, the performance of neural networks generally improves. Additionally, to a certain extent, increasing the number of model parameters and the computational cost significantly, including the number of neurons or layers, would bring clear improvement on model performance. Neural scaling laws play a crucial role in practical applications and advancements across diverse fields, notably in the advancement of large language models such as GPT-1, GPT-2, and GPT-3 developed by OpenAI [59]. These models leverage the principles of neural scaling laws to ascertain the most effective distribution of a fixed computational budget. The present paper validates neural scaling laws on several networks on skin cancer classification.
3. METHODOLOGY

3.1. Deep Image Classification Networks

In this section, four popular types of classification networks were introduced: AlexNet, ResNets, ViT, and MLP-Mixer. These networks have played important roles in advancing computer vision community. The goal is to provide a comprehensive study of the relationship between the performance and dataset scales of the above-mentioned classifiers on the skin cancer classification. The detailed information of computational FLOPs [14] and parameter amounts by different classifiers was provided in Table 1, showcasing their distinct computational characteristics and varied performance on the same dataset. FLOPs [14], or floating-point operations per second, while parameters refer to the number of learnable parameters in a model.

Table 1. The thop [60] package was used in PyTorch to calculate the FLOPs and the number of parameters. The size of input images was 256×256.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model</th>
<th>FLOPs</th>
<th>Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>ResNet34</td>
<td>5G</td>
<td>22M</td>
</tr>
<tr>
<td>[17]</td>
<td>MLP-Mixer (B/16)</td>
<td>2G</td>
<td>59M</td>
</tr>
<tr>
<td>[16]</td>
<td>ViT-Base</td>
<td>17G</td>
<td>102M</td>
</tr>
<tr>
<td>[14]</td>
<td>AlexNet</td>
<td>925M</td>
<td>925M</td>
</tr>
</tbody>
</table>

3.1.1. AlexNet

AlexNet [14] is a classic deep learning model widely used for image classification tasks. It was the first deep CNN to achieve significant improvement over traditional models in the ImageNet challenge. The core structure of AlexNet comprises five convolutional layers and three fully connected layers. The convolutional kernels are of sizes of 11×11, 5×5, 3×3, 3×3 and 3×3, respectively, to increase the network's receptive field. It also uses a large stride and pooling layer to reduce the size of feature maps and improve computational efficiency. In the fully connected layer, AlexNet utilizes Dropout [61] to avoid overfitting and ReLU activation function to enhance the network's nonlinear learning capability. The final fully connected layer employs the Softmax activation function to output the probability vector as the final category prediction. To accommodate with the skin cancer dataset of HAM10000, the output dimension was modified to 7.

AlexNet offers several advantages of simple model structure, high computational efficiency, and good performance on large-scale data. As a result, AlexNet is highly suitable for skin cancer image classification. The architecture of AlexNet is shown in Fig. 1.

**Figure 1.** The architecture of AlexNet.
3.1.2. ResNets

ResNets (Residual Network) [15] are a series of deep learning networks designed to mitigate the issues of “gradient vanishing” and “gradient explosion” encountered during the network training [62]. Specifically, ResNet incorporates shortcut connections to directly connect different layers. These connections enable faster propagation of information, more stable gradient flow and the training of deeper networks.

The basic building block of ResNet is the residual block (shown in Fig. 2), which comprises several (two or three) convolutional layers, with batch normalization and ReLU activation (shown in Fig. 3). A shortcut connection is used to add input and output feature, allowing the block to learn residual feature.

ResNet offers several variants with varying depths, such as ResNet18, ResNet34, ResNet50, ResNet101, and ResNet152. Deeper variants have more parameters and can learn more complex representations. By stacking residual blocks, ResNet achieves strong performance on image classification tasks, particularly with large-scale datasets like ImageNet. The architectures of fine-tuned ResNets models in this study are shown in Table 2.

![Figure 2. Residual learning: a building block. The image is from [15].](image1)

![Figure 3. A deeper residual function F for ImageNet. Left: a building block (on 56×56 feature maps) for ResNet34. Right: a “bottleneck” building block for ResNet-50/101/152. The image is from [15].](image2)
3.1.3. The Vision Transformer (ViT)

The Vision Transformer (ViT) [16] is an image classification network designed from the Transformer [63] architecture. It divides an image into non-overlapping fixed-size patches and converts each patch into a token vector. These vectors are then input to the Transformer encoder, where each attention head can attend to different parts of the image, capturing both local and global dependencies. The core idea of ViT is to leverage Transformer's self-attention mechanism to establish relationships between pixels in an image. ViT contains a stack of transformer layers, each of which has a multi-head self-attention block mechanism and a position-wise feed-forward neural network. The output feature is passed through a fully connected layer for classification. The advantage of ViT compared with traditional CNNs lies in its effective processing of global information in an image with self-attention mechanism. By learning the relationships between image tokens, ViT can achieve promising performance on classification of complex content such as skin cancer images.

The ViT-Base model was utilized in the experiment, which has 12 transformer layers, a hidden size of 768, an MLP size of 3072, and 12 attention heads. The detailed architecture of ViT is shown in Fig. 4.

![Figure 4](image-url)
3.1.4. MLP-Mixer

MLP-Mixer [17] is a novel architecture that differs from CNNs and Transformers by avoiding using convolutions or self-attention. Instead, it relies on multi-layer perceptron applied sequentially on the spatial and feature channel dimensions. MLP-Mixer consists of two types of MLP layers: channel-mixing MLP and token-mixing MLP, each consisting of two fully connected layers and a non-linear layer, which alternate to facilitate information fusion. It takes non-overlapping image blocks as input, projects them to a desired hidden dimension, and produces a real-valued vector. Unlike most CNNs, the MLP-Mixer has an isotropic design, where each layer receives inputs of the same size. Additionally, unlike ViTs, the MLP-Mixer does not use positional embeddings, as the token mixing MLP can learn to represent positions based on the order of input tokens. It uses a fully connected layers for image classification.

The advantage of MLP-Mixer over previous networks lies in its ability to process global information in images with a stack of complementary spatial-wise and channel-wise feature fusion. This characteristic makes MLP-Mixer well-suited for handling images with complex contents. By modeling the global correlations of the image, MLP-Mixer effectively captures image features and demonstrates strong performance on image classification tasks. Therefore, MLP-Mixer has a wide range of applications in medical image classification [64].

The Base-16 model is a medium-sized MLP-Mixer model, comprising 12 layers, with a patch resolution of 16×16 and a hidden size of 768. Each layer includes an MLP with a channel dimension of 3072 and a hidden layer width of 384. The number of input patches is 196. The Base-16 model was chosen for the experiment as it performs well in general image classification tasks and strikes a balance between model size and performance to a certain extent. The architecture of MLP-Mixer is shown in Fig. 5.

![Figure 5. The architecture of MLP-Mixer. The image references [17].](image)

3.1.5. Model Selection and Adaptation

In this study, we choose the extensively employed models like AlexNet, ResNets, ViT-Base, and MLP-Mixer (Base-16 model). These models have demonstrated effective image classification performance. To adapt these models to our experiments, the number of categories is adjusted from 1000 in the original model to 7 in our experiment. Moreover, the input images were resized to 256 × 256 × 3.
3.2. Dataset

The Human Against Machine (HAM10000) dataset [18] is a comprehensive collection of dermatoscopic images including various types of skin lesions. This dataset has become a benchmark in the research community for developing and evaluating skin cancer classification methods. Its diversity and size make it suitable for training and testing deep learning models, enabling researchers to explore new approaches for skin cancer classification [65][66].

The dataset is divided into seven categories based on different types of skin lesions commonly encountered in dermatology: actinic keratosis and intraepithelial carcinoma (AKIEC), basal cell carcinoma (BCC), benign keratosis-like lesions (BLS), dermatofibroma (DF), melanoma (Mel), melanocytic nevi (NV), and vascular lesions (VASC). Fig. 6 shows typical images from the HAM10000 dataset from the seven classes. The dataset specifically avoids ambiguous categorization. Each type of skin lesion has unique characteristics, including appearance, histologic features, and clinical manifestations, making it crucial for accurate diagnosis of skin lesions [18]. The dataset exhibits a significant class imbalance issue, presenting a major challenge for skin cancer classification [65].

![Figure 6. Sample images for the seven skin lesion categories from HAM10000 dataset [18]. Images are of resolution 600 x 450 pixels, saved in JPEG format, and are RGB with three channels.](image)

4. EXPERIMENTS

4.1. Training Details

In this study, eight distinct networks were employed for training: AlexNet, ResNet18, ResNet34, ResNet50, ResNet101, ResNet152, ViT, and MLP-Mixer (Base-16 model). Based on transfer learning, AlexNet and ResNets were pretrained on ImageNet and fine-tuned on the HAM10000 dataset, while the ViT and MLP-Mixer models were trained from scratch with randomly initialized weights. Pretrained models like AlexNet and ResNets could benefit similar tasks like image classification on HAM10000. However, ViT and MLP-Mixer lack pretrained weights trained on ImageNet, necessitating training from scratch.
For the training process, each model was trained for 15 epochs, during which both training and testing losses were monitored. We use the Adam optimizer [32] with a learning rate (LR) [67] of 0.00005 and the Step Learning Rate Scheduler (StepLR) [68] provided by PyTorch with a step size of 5. This scheduler reduces the learning rate by a factor of gamma = 0.5 every 5 epochs to improve training convergence. Dropout with a probability of 0.5 was applied to the fully connected layers of AlexNet and the last linear layer of ResNet models. For ViT and MLP-Mixer models, a dropout rate of 0.1 was applied to the transformer layers as a form of regularization [61].

Data operations included resizing images to 256 × 256 pixels, converting them to tensors. The mean and variance of the HAM10000 dataset were also calculated using PyTorch and then normalizing pixel values using mean = [0.7633, 0.5458, 0.5704] and std = [0.09, 0.1188, 0.1334]. The HAM10000 dataset was divided into seven subsets with sizes of 10015 (100%), 7511 (≈75%), 5008 (≈50%), 2504 (≈25%), 1002 (≈10%), 501 (≈5%), and 100 (≈1%) images, respectively, to evaluate model performance. Datasets were split into training and testing sets with a ratio of 8:2.

The batch size was set to 16, which is a common choice for balancing training efficiency and memory usage [69][70]. The DataLoader used in PyTorch shuffles the training data, introducing randomness and preventing the model from memorizing the order of the data. Four work processes were introduced to load the data in parallel, which can significantly speed up the data loading process, especially for large datasets.

Experiments were conducted using an 11th Gen Intel(R) Core (TM) i7-1165G7 CPU and a GeForce RTX 3060 Ti GPU, operating at a base frequency of 2.80GHz.

4.2. Loss Function

The loss between the predicted outputs and the ground-truth labels is computed using cross-entropy loss function. Assuming the model outputs a vector with N elements, each representing the probability of the sample belonging to the corresponding class, the cross-entropy loss function is calculated as follows:

\[
CrossEntropyLoss = -\frac{1}{N} \sum_{i=1}^{N} y_i \log(\hat{y}_i)
\]

Here, \(y_i\) is the i-th element of the true label vector, \(\hat{y}_i\) is the i-th element of the model's predicted vector, and N is the total number of classes. The objective of the cross-entropy loss function is to minimize the difference between the predicted probability distribution and the true label distribution, thereby improving the model's accuracy in predicting sample classes [71].

5. RESULTS AND DISCUSSION

5.1. Training Fluctuations

As shown in Fig. 7 and Fig. 8, the training process for all models resulted in converged training losses. However, different patterns of test loss fluctuations were observed in different models. Specifically, the AlexNet, ViT, and MLP-Mixer models exhibited a phenomenon in which the test loss initially dropped but then rebounded, suggesting that these models may have been overfitted to the HAM10000 dataset. In contrast, the ResNet series performed best on the HAM10000 dataset, with test losses stabilizing in the range of 0.4 to 0.7 with minimal fluctuations. In addition, the test loss of the ResNet models did not increase significantly over the course of 15 epochs. On the contrary, the ViT model shows the worst convergence with a minimum loss of 0.8, but increases to almost 1.4 at the 15th epoch.

The fluctuations in test loss are relatively small on subsets of 75%, 10%, 5%, and 1%, while larger on the 50% and 25% subsets. These results indicate that while all models achieve convergence in
terms of training loss, the ability to generalize and keep test loss low varies greatly between different models. The ResNet series show better stability and performance on the HAM10000 dataset than the AlexNet, ViT, and MLP-Mixer models.

The fluctuations in loss values observed during training and testing can be attributed to the unbalanced dataset, which can lead to biased models and may affect their performance. None of the models had an accuracy of more than 90%.

![Graph 1](image1.png)
![Graph 2](image2.png)

**Figure 7.** Train loss and test loss for the complete dataset (100%).

![Graph 3](image3.png)
![Graph 4](image4.png)

**Figure 8.** Test loss for 75%, 50%, 25%, 10%, 5%, and 1% subsets.
5.2. Training Analysis

In consideration of using pretrained models versus training from scratch, the results showed that models with pretrained weights (AlexNet and ResNets) generally achieved better performance in terms of both convergence speed and final accuracy compared to models trained from scratch (ViT and MLP-Mixer). Moreover, the training time for models without pretrained weights was longer, as they started with randomly initialized weights and required more epochs to converge.

5.3. Performance Analysis

As shown in Table 1, AlexNet and ResNets generally outperform ViT and MLP-Mixer on the HAM10000 dataset with higher accuracy. Specifically, most of the models achieve the highest performance on the 5% subset, where the average accuracy of all models reaches 85.09%. Notably, ResNet101 on the 100% dataset and ResNet152 on the 5% subset produced the highest accuracy among all cases, reaching 90.07% and 90.02% accuracies, respectively.

This study confirms the effectiveness of neural scaling laws on skin cancer classification. While dataset size is an important factor, our experiments show that more complex models, such as ResNet101 and ResNet152, usually achieve higher accuracies on larger datasets, highlighting the benefits of larger datasets and model complexity. These results suggest that the relationship between dataset size and model performance is multifaceted. While larger datasets provide more information, the effectiveness of the model also depends on its complexity, the distribution of the dataset, and the efficiency of model training [13]. Therefore, factors such as model architecture and training strategy should be carefully considered in addition to dataset size when developing skin cancer classification methods. Detailed information on FLOPs and the number of parameters for all models is shown in Table 3.

Table 3. Accuracy with different subset sizes.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10015 (100%)</td>
</tr>
<tr>
<td>ResNet18</td>
<td>89.23</td>
</tr>
<tr>
<td>ResNet34</td>
<td>88.33</td>
</tr>
<tr>
<td>ResNet50</td>
<td>89.03</td>
</tr>
<tr>
<td>ResNet101</td>
<td>90.07</td>
</tr>
<tr>
<td>MLP</td>
<td>70.22</td>
</tr>
<tr>
<td>ResNet152</td>
<td>89.58</td>
</tr>
<tr>
<td>ViT</td>
<td>74.46</td>
</tr>
<tr>
<td>AlexNet</td>
<td>85.79</td>
</tr>
<tr>
<td>average</td>
<td>84.59</td>
</tr>
</tbody>
</table>

Longitudinal comparisons of the ResNets models (from ResNet18 to ResNet152) reveal a general trend of performance improvement with increasing model depth. Deep networks can learn more complex and abstract features, enhancing their classification capabilities. However, our experiments also demonstrated some performance fluctuations, such as a slight decrease in test accuracy between ResNet50 and ResNet101, which could be attributed to overfitting due to increased model complexity [72]. In a horizontal comparison, CNN is good at capturing local features of an image, while attention-based models are better suited for tasks involving global features [15][61][73].
5.4. Limitations of Our Work

Firstly, our work is influenced by the constraints of our dataset, limiting our ability to perform predictive classification on a larger dataset. Consequently, we are unable to analyze the performance of models under conditions involving larger datasets.

Secondly, these models did not exhibit a clear trend on the dataset. This could be attributed to the inherent robustness of these models.

Thirdly, the test set size was not fixed, resulting in fluctuating evaluation metrics. The reason is that, the number of training samples should match the number of test samples in a corresponding proportion, as this better reflects real-world scenarios in hospitals.

6. CONCLUSION

This study investigated the performance of eight deep neural networks in skin cancer image classification. The results on the HAM10000 dataset demonstrated that, the complex interplay between data size, model complexity, and computational costs, validated the effectiveness of neural scaling laws in this problem. The models were trained on datasets ranging from 1% to 100%, with the highest average accuracy of 85.09% when the dataset size was 5% (1002 images). Notably, ResNet101 trained with 100% dataset and ResNet152 trained with 5% dataset obtained the highest accuracy of 90.07% and 90.02% respectively. Our experimental results suggest that the dataset size and model complexity both significantly affect performance. For example, ResNet101 and ResNet152 achieved higher accuracy on larger datasets. In contrast, AlexNet, ViT, and MLP-Mixer performed best on smaller datasets. By understanding the impact of dataset size and model complexity, researchers can develop more efficient and accurate skin cancer classification methods. Overall, this study promotes advances in skin cancer classification methods that have the potential to improve healthcare outcomes and reduce the burden on healthcare professionals.
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