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ABSTRACT

As the complexity of intelligent public transportation systems continues to increase and the degree of interconnection of equipment at all levels gradually deepens, building a digital twin system will generate a large amount of multi-source heterogeneous data. Effective processing and in-depth mining of data can provide real-time and intelligent decision-making optimization for the construction of digital twin systems, thereby efficiently handling complex emergencies. This paper conducts a systematic review on the processing methods and technologies of multi-source heterogeneous twin data in traffic dynamic scenarios. First, the content and classification of multi-source heterogeneous twin data in the operation process of intelligent bus systems are clarified; secondly, the multi-source data processing methods and technologies applied in each stage of data collection, data storage, data fusion and data analysis in heterogeneous twin data processing are analyzed, and the advantages, disadvantages and applications of various methods and technologies are analyzed; finally, corresponding to the multiple data processing methods and technologies for processing multi-source heterogeneous twin data, and points out the challenges and development trends faced by the current multi-source heterogeneous twin data processing methods and technologies.
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1. INTRODUCTION

With the development and maturity of information communication technology (ICT), digital intelligent society construction solutions such as the Internet and the Internet of Intelligence are gradually being launched around the world, such as the "Industrial Internet" in the United States, "Industry 4.0" in Germany, "Made in 2025". However, as the complexity of intelligent public transportation systems continues to increase and the degree of interconnection of equipment at all levels gradually deepens, the construction of intelligent networked transportation systems also faces many challenges [1]: 1) The problem of fusion and mining of massive data from Internet of Vehicles equipment; 2) There is the problem of mutual separation between digital systems and physical systems; 3) The problem of coordination of multi-source heterogeneous resources. In response to the above problems, there is an urgent need to develop a new generation of ICT and intelligent technologies to support future construction and development.
2. CURRENT STATUS OF DIGITAL TWIN RESEARCH AND DEVELOPMENT

2.1. The Origin of Digital Twin Development

The concept of digital twins can be traced back to the "mirror space model" [1] proposed by Professor Grieves in the Product Lifecycle Management (PLM) course at the University of Michigan in 2003. It is defined as including physical products, a three-dimensional model of a virtual product and the connection between the two. As shown in Figure 1. Due to the limitations of technology and cognitive level at that time, this concept was not taken seriously [2], and no relevant results were published in the following ten years. It was not until 2010 that NASA introduced the concept of digital twins for the first time in its space technology roadmap [3], in order to use digital twins to achieve comprehensive diagnosis and maintenance of flight systems. In 2011, the U.S. Air Force Laboratory clearly proposed a digital twin paradigm for future aircraft, pointing out that a complete virtual mapping of the aircraft should be constructed based on the aircraft's high-fidelity simulation model, historical data, and real-time sensor data to achieve an understanding of the aircraft's health status and remaining life, and prediction of task accessibility [4]. Since then, the concept of digital twins has begun to attract widespread attention, and relevant research institutions have begun research on related key technologies [5].

There are few research results and there is also a lack of corresponding review and summary, which is not conducive to the subsequent application and development of digital twins in the field of smart transportation.

![Figure 1. Mirror space model](image)

2.2. Current Status of Digital Twin Research and Development

2.2.1. Smart Highway

Problems existing on current highways include entrances and exits, non-stop toll collection, non-stop overflow monitoring, how to improve the driving channels and road conditions, and how to solve rain and fog environments, road diseases, etc. Therefore, the all-weather access system came into being, which is one of the key points of construction based on digital twin technology. Some companies use digital twin technology to build all-weather access systems. In addition, the road information traveled by vehicles will be simultaneously uploaded to the digital twin visualization platform to help traffic managers make early warning judgments on the road environment [6].

2.2.2. Vehicle-road Rollaboration

The platform includes functions such as data fusion and docking, infrastructure cloud platform, big data center, vehicle-road collaborative business supervision and management, etc., to create a standardized, systematic and intelligent intelligent network business application display center and supervision and management operation center; proactive and automated prediction and identify risks to minimize operational safety hazards. It ultimately solves traffic problems such as waste of traffic resources, rigid signaling system functions, and unpredictable and rapid response to traffic events [7].
2.2.3. Autopilot

Today, autonomous driving digital twins can improve the accuracy of intelligent driving tests. By building a 1:1 digital twin scene of the real world, the operating rules of the physical world are restored, meeting the training needs of artificial intelligence algorithms in intelligent driving scenarios, and greatly improving training efficiency and safety. For example, by collecting laser point cloud data, building high-precision maps, constructing autonomous driving digital twin models, completing centimeter-level road restoration, and at the same time structurally processing road data and turning it into machine-understandable information, by generating a large number of actual traffic accident cases, train the ability of autonomous driving algorithms to handle unexpected scenarios, and ultimately achieve algorithm testing and detection verification of high-precision autonomous driving [8].

3. MULTI-SOURCE HETEROGENEOUS TWIN DATA IN URBAN TRAFFIC SCENES

Multi-source heterogeneous data refers to data from different data sources with different structures, formats, semantics and attributes, and there are differences and incompatibilities in data types, representation and processing methods. These data sources can be multiple different systems, databases, files, sensors, etc. Mining and analysis of multi-source heterogeneous data is a challenging task, which requires overcoming data heterogeneity and integration to achieve global consistency and model accuracy to meet the needs of various application scenarios [9].

Multi-source heterogeneous data in traffic scenes refers to data from different devices, different sources, and different spatio-temporal environments in the traffic system, including but not limited to videos, images, text, sensors, GPS trajectories, traffic flow, road conditions, etc. type of data. These data have the characteristics of heterogeneous data formats, data accuracy, data dimensions, etc., and there are rich connections and correlations between the data. The complex structures and patterns in traffic scenes can be revealed through data fusion and analysis [10]. But at the same time, the processing and analysis of multi-source heterogeneous data also faces various challenges and difficulties such as inconsistent data quality, data source integration, feature extraction and modeling.

4. MULTI-SOURCE HETEROGENEOUS TWIN DATA PROCESSING IN URBAN TRAFFIC SCENES

Data preprocessing mainly implements database storage of data, preprocessing such as data cleaning, conversion, and dimensionality reduction, and the construction of massive related databases to provide cleaned data for the data fusion stage. The data fusion stage aims to fuse twin data from different sources. Provide preprocessed data sources for the data analysis phase. Data analysis mainly uses technologies such as correlation analysis, classification and clustering, and deep learning to realize the value of data. The general flow of multi-source heterogeneous twin data processing is shown in Fig. 2 [11].
4.1. Data Collection

Data collection is the basis for multi-source heterogeneous twin data processing. Only by accurately and real-time collecting a large amount of raw data in complex traffic scenarios and transmitting it to the data storage management platform can we make predictions about congestion, accident prediction, and public transportation planning for real-time feedback and intelligent decision-making [12].

According to the different types of complex data in traffic scenes, the data in traffic scenes can be divided into structured data and unstructured data. High-precision maps can be used to obtain structured data [13], which can perform environmental sensing, positioning, and path planning and vehicle control, high-precision maps have higher requirements for real-time data. The ranging accuracy of lidar is very high, which can basically reach plus or minus one or two centimeters, or even to the millimeter level, and the resolution is also very high. Mechanical lidar can rotate 360 degrees and has higher angular resolution than other radars. However, the current mechanical rotating lidar has a relatively high cost and is easily affected by sunlight, rain, fog and mutual interference. Millimeter wave radar uses electromagnetic waves with a wavelength of 1~10mm and a frequency of 30GHz~300GHz to calculate the distance by measuring the time difference of the echoes. It has the advantages of all-weather and long detection range. Currently, the mainstream vehicle-mounted millimeter wave radar frequency bands on the market are 24GHz (for short- and medium-range radar, 15~30m) and 77GHz (for long-range radar, 100~200m) [14]. The detailed comparison of the advantages and disadvantages of lidar, millimeter wave radar and cameras is shown in Table 1 below.

4.2. Data Preprocessing

In traffic scenarios, numerous multi-source heterogeneous twin data are involved, such as vehicle flow, traffic signals, sensor data, etc. These data come from various sources and types. There may be interference and noise between some data, which affects the data quality and signal-to-noise ratio. Therefore, multi-source heterogeneous twin data preprocessing is required. Multi-source heterogeneous twin data preprocessing is to clean, transform, and standardize multi-source heterogeneous twin data to obtain more accurate and reliable data for subsequent analysis, modeling, and decision support.

4.2.1. Data Cleaning

Different data cleaning methods can be given for different problem data collected in traffic scenes. Since multi-source heterogeneous twin data in traffic scenes often come from multiple data sources,
each data source usually has a different database system, interface service, etc., so the data has the characteristics of diverse structure types and inconsistent expression forms, which leads to the collection. For real data, in most cases it is necessary to fill in manually, and in some cases missing data can be processed through statistical learning methods. Cao Lin [15] proposed a missing value cleaning framework for regression interpolation for data sets with clustering characteristics. For erroneous data, statistical analysis methods are first used to identify possible erroneous values, and then the erroneous data can be cleared to achieve the purpose of data cleaning. For inconsistent data, potential data errors can be detected based on the consistency between related data and repaired to complete the cleaning of multi-data source data [16].

Shawn R. jeffery et al. established a scalable sensor stream processing and cleaning system. This system is a data cleaning system that has appeared in the early stages of the development of the Internet of Vehicles and is currently widely used. The system contains multiple programmable streamlined cleaning modules, each of which is connected to one another and is also called a system pipeline. The ESP system mainly contains 5 analysis modules. After the sensor collects data, it is analyzed by 5 modules and finally collected upward. During the data transmission process, each module will independently clean the data. The type and type of data cleaned by each module are the purposes are different and independent of each other, so during the actual cleaning process, the system cleaning process can be adjusted according to the specific situation [17].

Saul Gill et al. collected 39 kinds of data in categories based on the relevant data of location and environmental sensors installed on the top of city buses, established a complete distributed data cleaning system, and also simulated linear models, polynomial models and generalized processing. Multiple regression models such as sexual models were also used to evaluate the data cleaning results of the system [18]. Abdulhakim et al. established a FAHES system that can detect data and fill in missing values. It mainly detects missing data through the attribute value distribution density, and then fills in the missing data through the data model. Using data integration technology to bring together various types of data to form a large database is a trend in data processing, and repeating data in the database Detecting and cleaning data inconsistencies and removing dirty data helps to improve the quality of data in the database analysis process [19].

4.2.2. Data Storage Management

Oracle developed by Oracle Corporation of the United States is an efficient and high-throughput relational database system. It is used in the steel [20], coal [21], and automobile manufacturing industries with large amounts of data and high requirements for stable system performance. widely. DB2 developed by IBM in the United States has the characteristics of good scalability, good query performance and good backward compatibility. It is suitable for the storage and management of massive data. It is widely used in governments, banks, etc., and is also used in Baosteel[22], Benxi Iron and Steel and other steel companies. Enterprises also have applications. The massive multi-source heterogeneous twin data collected in traffic scenes includes structured, semi-structured and unstructured data. Due to the inherent limitations of traditional relational databases for structured data in terms of scalability, fault tolerance, and scalability [23], it is difficult to meet the requirements for storage and management of massive multi-source heterogeneous data when used alone. Therefore, NoSQL Database has become a hot spot in current research and application.

4.3. Data Fusion

In traffic scenarios, since there are many sources and types of data involved, these data need to be integrated into a unified data model according to certain rules to form a multi-source heterogeneous twin data fusion method. Data fusion refers to using appropriate algorithms and technologies to fuse data from different sources, different forms, and different accuracies together to form a data model that is consistent with the actual situation to support better application scenarios and data analysis.
4.3.1. Feature Level Fusion

In data fusion, fusion based on feature level first preprocesses the original data, then extracts features from the original data, clusters the extracted feature information, synthesizes multi-source data, generates feature vectors, and finally performs feature vector fusion. Liu K, Cui M Y and others used coil detection data and floating car data as data sources and used the Bayesian method for data fusion [24]. Alfredo Nantes, Dong Ngoduy and others used data from multiple sources, especially data from loop detectors and partial observation data from Bluetooth and GPS devices, to fuse heterogeneous data sources through Bayesian estimation methods to achieve flexible and Robust traffic state estimation [25].

The former achieves almost the same improvement in detection accuracy compared to raw data-level fusion solutions, which provide the ability to dynamically adjust the size of feature maps to be transferred [26]. Wei Sun et al. [27] proposed a two-level fusion model for fatigue driving recognition based on multi-source information. They first determined the three most effective contextual features, namely continuous driving time, sleep duration and current time, to facilitate real-time (online) to identify fatigue status. In the decision-level fusion based on D-SET, by modifying the BPA and combining the fatigue status identified in the previous time step, the evidence conflicts between multiple pieces of evidence during evidence combination are resolved and the reliability of the identification model is improved.

4.3.2. Decision-level Integration

This method of decision-level fusion first preprocesses the original data, and then extracts features from the original data; clusters multi-source data according to the feature information to generate feature vectors; uses pattern recognition methods to process the feature vectors to obtain the data cut set about Description of the goal; classify the data according to the unified goal, and then perform data fusion. El Faouzi and Lefevre proposed a classifier fusion method based on D-S evidence theory [28]. Zeng Yiliang, Lan Jinhui and others proposed a spatial matching fusion model to estimate the average travel speed of the road based on the spatial complementarity of data based on rover detectors and fixed detectors. The fusion decision-making model of rough sets and clouds was used to fuse traffic data such as flow, speed, and occupancy detected between Beijing Deshengmen Bridge and Gulou Bridge to evaluate road traffic conditions [29].

It can be seen from the above research that the research on multi-source heterogeneous twin data processing methods has never stopped. Whether it is basic theory, application fields, academic research, etc., they are the main research directions of current data processing methods [30]. And compared with the research on multi-source heterogeneous twin data processing methods in complex traffic scenarios, it is still a hot topic. Through the fusion analysis of data from multiple sensors, the valuable information in each sensor can be effectively used, and thus the smart traffic digitalization can be improved. The global decision-making and judgment capabilities of twins [31], therefore, it is necessary to conduct research on multi-source heterogeneous twin data processing methods in complex traffic scenarios.

4.4. Data Analysis

4.4.1. Correlation Analysis

The Apriori algorithm first determines frequent item sets by traversing the database, then prunes them based on the support threshold, and finally calculates credibility based on the support to determine the association rules. It is a widely used association rule mining algorithm. In response to the high probability of emergencies and frequent accidents in the scene, Fan Hong [32] proposed a dynamic traffic alarm processing method based on the data mining Apriori algorithm, which reduced the number of repeated alarms and improved the processing of alarm events. efficiency. However, this algorithm still has the problem of frequently traversing the database to generate a large number of
candidate sets. In response to this problem, Zhou Kai et al. [33] proposed an improved Apriori algorithm that only needs to scan the database once, which can effectively improve the efficiency of generating effective frequent itemsets. In addition, Liu Fang and Wu Guangchao [34] proposed a method to convert the database into matrix form to improve algorithm efficiency by reducing the size of the candidate item set and reducing the generation of useless candidate item sets. The FP-Growth algorithm is the most classic improvement on the Apriori algorithm. It uses frequent pattern trees (FP-tree) to store frequent item sets and reduce the number of database scans.

In addition to the above two correlation algorithms, literature proposed a new method to deeply investigate driver speed selection behavior in severe weather, using trajectory-level data obtained from the SHRP2 natural driving study, using non-parametric association rule mining and parametric ordered logistic regression. In order to study the impact of severe weather on driver speed selection behavior in the natural environment, two analysis methods, non-parametric association rule mining and parametric ordered logistic regression, were used. Due to the large SHRP2NDS and road information datasets, speed selection, especially in bad weather, is a complex driving behavior, considering that unlike parametric models, it has no predefined assumptions and can reveal the relationship between variables in big data. There are unclear and complex relationships between them, so association rule mining methods are used [35]. To select interesting rules and determine the strength of the association, various measures are used, including support, confidence, and lift. Support represents the frequency of an item set appearing in the data set, which can be defined as the percentage of transactions (i.e., speed selection behavior in this study) in the entire data set covered by the rule [36].

Although the association analysis method can solve most problems, there are many shortcomings in the current association analysis method. How to use the association rule algorithm to effectively process unstructured data, and how to combine the association rule algorithm with other decision-making methods to achieve more accurate data. Analysis, etc., are subject to further research and development.

4.4.2. Classification Analysis

For data analysis in urban traffic dynamic scenes, data classification technology is one of the most important methods to achieve data information mining and result prediction. Classification refers to dividing data into defined categories through algorithms. Commonly used classification algorithms include decision tree algorithms, rule-based classification methods, artificial neural network algorithms, deep learning algorithms, support vector machine (SVM) algorithms, Bayesian algorithms, etc.

A. Ceccarelli uses multiple data sources (such as sensor data, social media data, etc.) for classification to further improve the accuracy of data classification [37]. Du Yanping reviewed a variety of methods for classification and analysis of multi-source heterogeneous twin data, and compared and summarized each method [38]. These methods include genetic programming and ensemble learning, fusing multi-sensor data, leveraging multiple data sources, and more. These methods improve the accuracy and efficiency of data classification and provide better support and assistance for realizing intelligent transportation systems and traffic management.

4.4.3. Cluster Analysis

Clustering is to group similar data into one category. The principle is to maximize the similarity of each category of data. Commonly used clustering algorithms include four categories: partition-based clustering methods, hierarchical-based clustering methods, density-based clustering methods and model-based clustering methods.

Q. Ye proposed a multi-objective optimization method for urban transportation network division based on multi-source heterogeneous data, combining information such as road segment flow, speed and traffic accident data [39]. J. Aslam proposed a traffic anomaly detection method based on multi-
view clustering, which clusters and detects anomalies in traffic flow by fusing sensor data and GPS trajectory data. D. Kim proposed a traffic detection and clustering method based on multi-sensor data, which improves the accuracy of traffic detection and clustering by fusing multiple sensor data such as video, microwave radar, and sonar [40]. Although parallel clustering algorithms have the advantages of high efficiency and good scalability for big data, the algorithm implementation is more complicated. Simple, efficient, and highly scalable classification and clustering algorithms for big data that do not consume more software and hardware resources are the main research and optimization directions in the future.

5. SUMMARY

With the rise and development of the concept of digital intelligence, the sources of multi-source heterogeneous twin data in traffic scenarios are more extensive and the data structures are more diverse. First, there are problems in data collection: Due to the wide range of multi-source heterogeneous twin data in traffic scenes, the challenges faced by data collection work are very complex. Secondly, there are problems in heterogeneous data fusion: different data sources in traffic scenarios have different data types and formats, which makes data fusion very complicated. During data fusion, it is necessary to consider the differences in data quality between different data sources and how to unify the format of data between different data sources. Finally, there are problems in data analysis and mining: when analyzing and mining multi-source heterogeneous twin data, the correlation between data needs to be considered. However, due to the multiple connections between data, the relationship between data is very small. Difficult to accurately characterize and excavate.

In order to solve the above difficulties, the future can be based on the following perspectives to strengthen the collection and processing technology of multi-source heterogeneous twin data and optimize data quality and accuracy. Develop more reliable heterogeneous data fusion algorithms and techniques to coordinate data formats and processing methods among different data sources. Delve into the relationship between multi-source twin data and explore the most effective data analysis and mining methods. Combining deep learning, reasoning, image processing and other technologies to focus on exploring the establishment of digital twin models to better support data integration and decision-making in traffic scenarios.
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